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Model

𝑓𝑓 byzantine replicas



Model

𝑓𝑓 byzantine replicas

any number byzantine clients
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𝐶𝐶𝑣𝑣(𝑒𝑒) number of requests 
assigned to leader 𝑣𝑣
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for all 𝑣𝑣 ∈ [𝑛𝑛]

𝐶𝐶𝑣𝑣(𝑒𝑒) updated with
leader 𝑣𝑣’s performance



Optimization



Optimization



Optimization

𝐶𝐶𝑣𝑣 𝑒𝑒 + 1 = 2 ⋅ 𝑐𝑐𝑣𝑣 𝑒𝑒



Optimization

𝐶𝐶𝑣𝑣 𝑒𝑒 + 1 = max(𝐶𝐶min, max
𝑖𝑖∈ 0,…,𝑓𝑓

𝑐𝑐𝑣𝑣(𝑒𝑒 − 𝑖𝑖)

𝐶𝐶𝑣𝑣 𝑒𝑒 + 1 = 2 ⋅ 𝑐𝑐𝑣𝑣 𝑒𝑒
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replica 𝑢𝑢’s last turn

sliding window

replica 𝑢𝑢 re-evalutated
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complexity measure: authenticator complexity
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complexity measure: authenticator complexity
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complexity measure: authenticator complexity

amortized request cost: O 𝑛𝑛
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Byzantine primary epochs

ratio of byzantine primaries: f
g



Effective utilization

effective utilization: 
8
9
⋅ g−f
g
≥ 16

27
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significantly improved 
scaling capabilities



Thank You!
Questions & Comments?
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